Homework 3   
Answer questions 16 and 17 in the Exercises section from Chapter 2 of the Larose   
textbook.   
Also, answer questions 1 through 7 in the Exercises section from Chapter 7 of the Larose   
textbook.   
In your submission, you must:   
• Clearly answer each question in a Word document and submit the Word   
document to the Homework 3 assignment.   
• Write your answers completely and elaborate on your ideas as much as   
possible.

**Chapter 2**

Use the following stock price data (in dollars) for Exercises 13–18.

X = 10 7 20 12 75 15 9 18 4 12 8 14

**16.** Calculate the midrange stock price.

**Ans.**

Midrange stock price = (max(x)+min(x))/2 = 20+4/2 = 12

**Midrange stock price for X is 12.**

1. Compute the *Z*-score standardized stock price for the stock worth $20.

**Ans.**

Z-score standardized stock price for $20—  
  
Mean(X) = 17  
SD(X) = 18.0277563

Z-score = *X* − mean(*X*) = (20 – 17) / 18.0277563 = 3/ 18.0277563 **= 0.166410059581291** SD(*X*)

**Z-score standardized price for stock $20 is - 0.166410059581291**

**Chapter 7**

1. Clearly describe what is meant by classification.

**Ans** – Classification –

* There are target categorical variables that are partitioned in predetermined classes or categories.
* Like income bracket which can be classified into high , medium and low income bracket with specific range defined.
* This gives a clear distinction between the values and their respective categories they fall into.
* If for example based on the characteristics associated to a person, such as age, gender, occupation it is easy to classify the persons income to classified categories.
* This task of classifying the person to the defined income category set is called as data mining method and technique. Hence, classification is a better data mining technique.
* For example – banking, education, medicine,

1. What is meant by the term *instance-based learning*?

**Ans.**

Instance based learning is meant for k-nearest neighbour algorithm, it is important to have access to database having set of various attributes and values with examples, in K-nearest neighbor algorithm we use a training data set that is stored so that the classification for other unclassified records can be done easily based on predefined dataset. Rare classification to be represented sufficiently so algorithm not only predict common classification. Data needs to be balanced with large percentage of less common classification. So as to reduce the proportion of records with more common classifications.   
Maintaining this rich database for easy access could be problematic if there is restriction on main memory space. Main memory may fill up and access to auxiliary storage is slow. Hence k-nearest neighbour method may be helpful to store/retain only those points which are at the boundary.

For example if all records are greater than 19 could be omitted from database without loss of classification accuracy because all records in this region will be classified differently knowing their boundary values.

1. Make up a set of three records, each with two numeric predictor variables and one categorical target variable, so that the classification would not change regardless of the value of *k*.

**Ans** -

|  |  |  |
| --- | --- | --- |
| Weight | Age | Overweight |
| 99 | 22 | TRUE |
| 58 | 21 | FALSE |
| 120 | 23 | TRUE |

Consider a set of three records having two numeric predictor variables and one categorical target variable – Overweight.

1. Refer to Exercise 3. Alter your data set so that the classification changes for different values of *k*.  
   **Ans.**

|  |  |  |
| --- | --- | --- |
| Weight | Age | Overweight |
| 99 | 22 | TRUE |
| 58 | 21 | FALSE |
| 120 | 23 | TRUE |

This classification changes according to K-NN

K=1 ,

When a new record is added it will be classified as True or false based on the variable closest neighbor

K-2

There can be a tie since the nearest neighbor are a,b and b,c hence additional parameter required

If K=3, New record will be classified as Ture o or false based on confidence.

1. Refer to Exercise 4. Find the Euclidean distance between each pair of points. Using these points, verify that Euclidean distance is a true distance metric.

**Ans.**  
Eucledian distance formula = d =√[(x2– x1)2 + (y2– y1)2]

Given the data we need to standardize the data, I have used Min-max standardization to normalize the data.

Minmax = ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGkAAAAUCAYAAACOPhMlAAADP0lEQVRogeWZPW7UQBTHfxAkJCqnS4fp6GI6OswNjDhA9gaEjnIp6fYIOcJyAlzSsdzA6egwXSSKULz5M7Oz3qy/WDviL1nyjMfPb+Z9P0N/ZMDVgPfHRg5sgBJI3FyJ8Zh3pLUAarb3VwErIB3G5nGxovvm/zVyTDBgSlQMoHWJF1LKPROOUB5eMgkq7ICHCAjMGmtM8JMK6CQaL4FXGGMvgK8N89cY0z8w9zJHXADvB9K4Ac6Al/R36xl2ToPwKBovMTd2AZwG8zWmWSt3D/MUUIZZ0inbrk8ogPOG935hewuRYsIp3X3Vg5/68JJ+SIFbfLwZ6tuPhZDPBfBlAK3U0QOvuCFy9zx330qDOTCFLvBuUrxlbn3CCFhjWiSic0eBHaaQAD/pntgkwDsspgmpoxUeeI6dEfhzkqcBL7wiGG/cmkVXvh7umZfLK5hXmt2EFHMroWtLgDfBfRda3/fQkpA2mFBWwfMNdlYbt650Y9GpMaHWeJfcGnFMEsaIN20yrIrhllqxu+mmuTZo2nfTXCik8DthDKrwFhdaXuLGrZX/QcOcTBLM9J+1JTYy3mIZ5v+O37GQ5FcV3FRzTOHyngCPJ/ju3HAbC0kCkdleAU+B1z2IK5u5CzW7mVOM1NHKHX+VGxfu3SlLgcLxtMSn6it84jUqcuAbuzFkwXY6PhVU/SsJyBkpjR0BShKgnWJ2xgl+w5+xCluaqVrhk3t+Rr9gPAZugOfuAjuYm4l4iVEBHzAlqphnkX80qMieiwWF2NA/S004sKem7G6uuMQXhcsDa4diiSlEjGt2Y43i5Tn9Yrfqr71e6r4ISQlNgg/QQs52Ra/NhrWM2jZ6VuK7BCqG44K4DQq8i1PNJxpqDelb+raK3RofUlRDLYL1ffiZBMqWQnewZrdts8YXictgHdF9gXdLWfSsy+8ItY/CJCHuF2aOT31PPyNlebBd1CqL1fivxe5rC80B+tFWRnNKu3VAdXCFlb00NURoceCzxq7IsPZRiBr4iBfABi8EtY7EYx3NyQOo8y4ksL8tNAe0bffIkgQJQX20ChO0DifDH6B+ty8iGofQ5Ibuej/8bSJBrfCKlrLdE0yD99Z/AG7zz8g63ujwAAAAAElFTkSuQmCC)

Using Excel to get the new values of Age and Weight with Min Max calculation –

|  |  |  |  |
| --- | --- | --- | --- |
| Person | Weight | Age | Overweight |
| 1 | 99 | 22 | TRUE |
| 2 | 58 | 21 | FALSE |
| 3 | 120 | 23 | TRUE |

New normalized values –

|  |  |
| --- | --- |
| Weight | Age |
| 0.66129032 | 0.5 |
| 0 | 0 |
| 1 | 1 |

= √(0.66129032-0) 2 + (0-1) 2 +(1-0.66129032) 2 +(0.5-0) 2 +(0-1) 2 +(1-0.5) 2

= √ 0.437304887325702+1 +0.114724247325702 +0.25 +1 +0.25

= √3.052034887325702

**= 1.747007409064341**

1. Compare the advantages and drawbacks of unweighted versus weighted voting.

These are both Combination function – unweighted and weighted function.

|  |  |
| --- | --- |
| Unweighted Voting | Weighted Voting |
| Unweighted voting is based on no votes for the sample neighbours | Weighted classification is based on more coser similar records with their weights of having possibility of the specified category |
| For simple unweighted voting, their distance from new record no longer matters, it is simple one record and one vote to classify further based on k-records that have been chosen. | For weighted voting the neighbours that’s are closer or more similar to new record will be weighted more heavily than distant neighbours. |
| Unweighted Voting has number of k-records based on which the voice for classifying the new record | In Weighted Voting closer neighbors have a larger voice in the classification decision than do more distant neighbors. |
| In Unweighted Voting there could be a tie among the three classifications represented by the records like that for k=3 (light, medium dark points in dataset having no weighted bias) | Weighted voting also makes it much less likely for ties to arise. |
| Decide on value of k, how many records will have a voice in classifying the new record | In weighted voting, the influence of a particular record is inversely proportional to the distance of the record from the new record to be classified. |
| Compare the new record to the k nearest neighbors that is, to the k records that are of minimum distance from the new record in terms of the Euclidean distance or whichever metric the user prefers. | the analyst may choose to apply weighted voting, where closer neighbors have a larger voice in the classification decision than do more distant neighbors. |
|  |  |

1. Why does the database need to be balanced?

* Access to a rich database full of as many different combination of attribute values as possible
* It is important that rare classifications be represented sufficiently, so that the algorithm does not only [predict common classification but something that are trick to classify as well.
* Therefore, data set would need to be balanced with sufficiently large percentage of less common classification
* If there is more diverse datasets it will help train a better model and bright a balanced solution to reduce the proportion of records with more common classifications.